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Thank you Joshua.  

And I’d like to extend a sincere thank you to the American Statistical Association and the ASA Privacy and Confidentiality Committee for sponsoring this webinar in honor of National Data Privacy Day.  In 2009, Congress designated January 28 as National Data Privacy Day to encourage state and local governments to promote data privacy awareness, and I can’t think of a better way to do that then to share with you some of the exciting developments that the Census Bureau is making to protect privacy for the 2020 Decennial Census.

Though Census Day is still officially 63 days away, Census takers are already out in the field, with the first enumeration of the 2020 Census having started just last week in the remote Alaska Native village of Toksook Bay. As we embark on this massive operation to enumerate all approximately 329 million individuals in the United States, it is helpful to understand the importance and the challenges of protecting the confidentiality of that information.
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Before I start, I would like to thank my colleagues at the Census Bureau, who have contributed to the information in this presentation.

Any opinions and viewpoints expressed today are entirely my own, and do not necessarily represent the opinions or viewpoints of the U.S. Census Bureau.
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Our Commitment to Data 
Stewardship
Data stewardship is central to the Census Bureau’s 
mission to produce high-quality statistics about the 
people and economy of the United States.
Our commitment to protect the privacy of our 
respondents and the confidentiality of their data is 
both a legal obligation and a core component of our 
institutional culture.
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Presenter
Presentation Notes
The Census Bureau’s commitment to privacy and confidentiality is critical to our ability to produce high-quality statistics about the nation’s people and economy.

Protecting the privacy of our respondents and the confidentiality of their data is both a legal requirement, and a core element of our institutional culture.
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It’s the Law
“To stimulate public cooperation necessary for an accurate census…Congress has provided assurances 
that information furnished by individuals is to be treated as confidential. Title 13 U.S.C. §§ 8(b) and 9(a) 
explicitly provide for nondisclosure of certain census data, and no discretion is provided to the 
Census Bureau on whether or not to disclose such data…” (U.S. Supreme Court, Baldrige v. Shapiro, 1982)

Title 13, Section 9 of the United State Code prohibits the Census Bureau from releasing 
identifiable data “furnished by any particular establishment or individual.”

Census Bureau employees are sworn for life to safeguard respondents’ information.

Penalties for violating these protections can include fines of up to $250,000, and/or 
imprisonment for up to five years!
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Presenter
Presentation Notes
All information that the Census Bureau collects or receives about our respondents is protected under Title 13 of the United States Code.  

Census Bureau employees are sworn for life to safeguard this information, and the penalties for the unlawful disclosure of identifiable information can include fines of up to $250,000 and imprisonment for up to five years!
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Keeping the Public’s Trust
Safeguarding the public’s data is about more than just 
complying with the law!

The quality and accuracy of our censuses and surveys 
depend on our ability to keep the public’s trust.

In an era of declining trust in government, increasingly 
common corporate data breaches, and declining 
response rates to surveys, we must do everything we can 
to keep our promise to protect the confidentiality of our 
respondent’s data.
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But our commitment to safeguard the public’s data isn’t just about complying with Title 13. It’s essential to ensuring the completeness and accuracy of our statistics.

In an era of declining trust in Government and of high profile data breaches that occur with ever greater frequency, maintaining the quality and accuracy of our statistics would not be possible unless our respondents trust us to properly safeguard the information they provide.
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Upholding our Promise: Today 
and Tomorrow
We cannot merely consider privacy threats that 
exist today.
We must ensure that our disclosure avoidance 
methods are also sufficient to protect against the 
threats of tomorrow!
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And, when we publish our data products, we cannot merely consider privacy risks that exist today…

Our legal and ethical obligation to protect respondent confidentiality requires us to make sure that our data products are also properly protected against the privacy threats of tomorrow.
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The Privacy Challenge
Every time you release any statistic calculated from a 
confidential data source you “leak” a small amount of 
private information.

If you release too many statistics, too accurately, you 
will eventually reveal the entire underlying confidential 
data source.
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Dinur, Irit and Kobbi Nissim (2003) “Revealing Information while Preserving Privacy” PODS, June 
9-12, 2003, San Diego, CA

Presenter
Presentation Notes
The challenge we face is that we collect all this information in order to fulfil our mission to produce quality statistics about the nation.  

Information tabulated from the Decennial Census is used for a wide array of purposes. Most people know that Census data is used to apportion seats in the House of Representatives, to draw district boundaries for federal, state, and local elections, and to distribute over $675 billion dollars each year.  But Census data are also routinely used for critical decision-making at all levels of government, and they enable policymakers, businesses, analysts, and researchers across the country to measure and assess trends about who we are and where we are going as a society.

Supporting these myriad data uses requires publishing an enormous amount of statistics and tables, often at very fine levels of granularity.

Unfortunately, we know that every time you publish any statistic calculated from a confidential data source you reveal or “leak” a tiny bit of private information in the process. In 2003, in what became later known as the Database Reconstruction Theorem, Dinur and Nissim demonstrated that if you release too many statistics, at too high a degree of accuracy, you will eventually reveal the entire underlying confidential data source.
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The Growing Privacy Threat
More Data and Faster Computers!
In today’s digital age, there has been a proliferation of databases that 
could potentially be used to attempt to undermine the privacy 
protections of our statistical data products.

Similarly, today’s computers are able to perform complex, large-scale 
calculations with increasing ease.

These parallel trends represent new threats to our ability to safeguard 
respondents’ data.
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This challenge is even greater when you consider the privacy threats that we face today.  

They say that nothing on the internet ever goes away, and the same can be said for data once it’s gone out into the “wild”.  Over the past 20-30 years, we have seen a massive proliferation of data that could potentially be used to reidentify indviduals in statistical data products.  Data about us are collected all the time by the companies we interact with, by data brokers, and through social media, not to mention the trove of personal information available on the dark web as the result of countless data breaches over the years. These data could be used in an attempt to pick out specific individuals in the data that we publish.

Meanwhile, technology has also improved. Computers can easily perform the complex matching algorithms necessary to leverage external data in order to re-identify individuals.

These parallel trends are not abstract concerns…they represent real, concrete threats to protecting confidentiality that need to be addressed.
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The Census Bureau’s Privacy 
Protections Over Time
Throughout its history, the Census Bureau has been at the forefront of the design and 
implementation of statistical methods to safeguard respondent data.
Over the decades, as we have increased the number and detail of the data products we 
release, so too have we improved the statistical techniques we use to protect those data.
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Over the past century, the Census Bureau has been a world leader in the design and implementation of statistical methods to safeguard privacy in public data releases.

As new privacy threats have been identified over the years, the Census Bureau has worked diligently to improve our statistical safeguards to mitigate those threats.

Our adoption of formal privacy for the 2020 Census is merely the latest step in a long history of innovation and continuous improvement in our privacy protections…and a necessary one to counter the 21st century privacy threats posed by the proliferation of external data and increasingly powerful algorithms that make re-identification of individuals in official statistics ever easier.
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Reconstruction
The recreation of individual-level data from tabular or 
aggregate data.

If you release enough tables or statistics, eventually there will 
be a unique solution for what the underlying individual-level 
data were.

Computer algorithms can do this very easily.
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Presentation Notes
There is a common misperception that aggregating data is sufficient to protect privacy.  While that may have once been the case, and may still be true for some limited data releases, it is not sufficient to protect privacy in large-scale statistical data products.

In fact, aggregate tabular data can often be thought of like a giant game of Sudoku.  With Sudoku, if you have enough numbers pre-populated into the grid, there is one and only one solution to the puzzle.  When you publish enough data tables, eventually there is one and only one set of individual-level records that could have yielded the published tabular results.

While it might have seemed unthinkable a decade ago, computer algorithms can now perform these reconstructions of individual-level records from aggregate tabular data quite easily.
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Reconstruction: An Example

Count Median 
Age Mean Age

Total 7 30 38

Female 4 30 33.5

Male 3 30 44

Black 4 51 48.5

White 3 24 24

Married 4 51 54

Black Female 3 36 36.7

Presenter
Presentation Notes
Let’s look at an example.  Imagine that you collected some basic demographics about the seven people who live on a particular block.  You then publish some aggregate descriptive statistics about those people.  How many were female, how many were black, what’s the median age of married individuals, etc.
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Reconstruction: An Example
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Count Median 
Age Mean Age

Total 7 30 38

Female 4 30 33.5

Male 3 30 44

Black 4 51 48.5

White 3 24 24

Married 4 51 54

Black Female 3 36 36.7

Age Sex Race Relationship

66 Female Black Married

84 Male Black Married

30 Male White Married

36 Female Black Married

8 Female Black Single

18 Male White Single

24 Female White Single

This table can be expressed by 164 equations.
Solving those equations takes 0.2 seconds on a 2013 
MacBook Pro.

Presenter
Presentation Notes
Well, with those basic aggregate statistics, it’s a trivial matter to solve for the only set of individual-level records that could have yielded those results.  I say trivial, and I really mean it.  In fact, it took a 2013 MacBook Pro a grand total of 0.2 seconds to reconstruct these data.

Our would-be attacker now has individual-level records for everyone on the block.  But can she actually re-identify any of them?
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Re-identification
Linking public data to external data 
sources to re-identify specific individuals 
within the data.
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Name Age Sex

Jane Smith 66 Female

Joe Public 84 Male

John Citizen 30 Male

External Data

Age Sex Race Relationship

66 Female Black Married

84 Male Black Married

30 Male White Married

Confidential Data

Presenter
Presentation Notes
Well, it turns out this is also often a relatively trivial exercise.  While the reconstructed records did not have individuals’ names, they did have a number of pseudoidentifiers that can be used to link to an outside data source that does have names.  In this particular example, the attacker can use age and sex to match the reconstructed records to third party data (say, for example, voter registration lists for that block).  Now it’s easy to attach a name to the records, and you just learned Jane, Joe, and John’s race and relationship status.
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The Census Bureau’s Decision
• Advances in computing power and the availability of 

external data sources make database reconstruction 
and re-identification increasingly likely.

• The Census Bureau recognized that its traditional 
disclosure avoidance methods are increasingly 
insufficient to counter these risks.

• To meet its continuing obligations to safeguard 
respondent information, the Census Bureau has 
committed to modernizing its approach to privacy 
protections.
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Recognizing the growing threat posed by the proliferation of external data sources, and increasingly powerful algorithms that can perform these reconstructions and re-identificaitons, the Census Bureau recognized that our traditional approaches to protecting privacy in our public data products are increasingly insufficient.

To meet our continuing obligation to safeguard respondent information, the Census Bureau has committed to modernizing our approach to privacy protection, and has adopted differential privacy for the 2020 Census.
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Differential Privacy
aka “Formal Privacy” 

-quantifies the precise amount of privacy risk…
-for all calculations/tables/data products produced…

-no matter what external data is available…
-now, or at any point in the future!
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Differential privacy, also known as formal privacy, is a framework for quantifying the precise amount of privacy risk, for all calculations, tables, and data products that you publish, no matter what third-party data is available to use in a re-identification attack, now, or at any point in the future.

Said slightly differently, formal privacy as an approach allows you to precisely measure and mitigate the leakage of private information in your published statistics.
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Precise amounts of noise
Differential privacy allows us to inject a precisely calibrated 
amount of noise into the data to control the privacy risk of any 
calculation or statistic.
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By quantifying that risk, known in the differential privacy literature as the sensitivity of the calculation or query, differential privacy allows us to mitigate that risk to an acceptable level by injecting precisely calibrated amounts of statistically neutral noise in to calculation.
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Privacy vs. Accuracy

The only way to absolutely eliminate all risk of re-
identification would be to never release any usable 
data.
Differential privacy allows you to quantify a precise 
level of “acceptable risk,” and to precisely calibrate 
where on the privacy/accuracy spectrum the resulting 
data will be.
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But what constitutes an acceptable level of privacy?

Well, the only way to absolutely eliminate all risk of re-identification in our data products would be to never publish any usable data at all. 

Clearly, as the nation’s leading provide of quality statistics, that isn’t a viable option.  

So, policy-makers must find the optimal balance wherein we provide data that are sufficiently accurate for their intended uses, while also being sufficienctly noisy to meet our legal and ethical obligations to safeguard the data.

This ultimately is a policy decision.  And those of you who attended the session I organized on this exact topic at last years JSM conference will know that it is often a difficult policy decision to make.
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Establishing a Privacy-loss Budget

This measure is called the “Privacy-loss Budget” (PLB) or 
“Epsilon.”

ε=0 (perfect privacy) would result in completely 
useless data

ε=∞ (perfect accuracy) would result in releasing the 
data in fully identifiable form Epsilon
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That said, once you identify that point on the spectrum where the data are both accurate enough and sufficiently protected, that point becomes known as your Privacy-loss Budget.  You’ll often see this represented by the greek letter epsilon.

Much like a monetary budget, the lower your privacy loss budget, the less privacy you are willing to give up.

An epsilon of zero would be the world of perfect privacy, but completely useless data.

An epsilon of infinity would be the world of perfect data, but no privacy protections at all.
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Implications for the 2020 
Decennial Census
The switch to Differential Privacy will not change the constitutional mandate to 
apportion the House of Representatives according to the actual enumeration.

As in 2000 and 2010, the Census Bureau will apply privacy protections to the PL94-
171 redistricting data.

The switch to Differential Privacy requires us to re-evaluate the quantity of 
statistics and tabulations that we will release, because each additional statistic 
uses up a fraction of the privacy-loss budget (epsilon).
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So, what does all this mean for the 2020 Decennial Census?

For starters, let me be absolutely clear that the Census Bureau’s adoption of formal privacy will not alter our constitutional mandate to apportion seats for the House of Representatives using the actual enumeration of the state populations.

The remaining data products, including the PL94-171 redistricting data will have privacy protections applied, as they have in prior Censuses.  Only, this time, the noise will come from differential privacy, rather than from the record-swapping mechanism we used in the past.

The switch to differential privacy does require us to re-evaluate the quantity of the statistics and tables that we will be releasing, as each additional statistic or table uses up a fraction of the privacy-loss budget.

Consequently, the proposed suite of 2020 Census Data Products will be somewhat different than in past decades.

If you want to learn more about these differences, there will be a link at the end of the presentation, or you can just search “2020 Census Data Products” on the census.gov website.
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https://2020census.gov/en/data-protection.html

https://2020census.gov/en/data-protection.html
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Questions?
Disclosure Avoidance and the 2020 Census Website

https://www.census.gov/about/policies/privacy/statistical_safeguards/disclosure-avoidance-2020-census.html

Michael Hawes
Senior Advisor for Data Access and Privacy
Research and Methodology Directorate
U.S. Census Bureau

301-763-1960 (Office)
michael.b.hawes@census.gov

Presenter
Presentation Notes
The modernization of our disclosure avoidance methods for the 2020 Decennial Census has not been an easy undertaking.  But, the growing vulnerabilities of traditional disclosure avoidance methods meant that we needed to adopt a twenty-first century solution to counter these twenty-first century threats.

The design and optimization of our disclosure avoidance system is still ongoing, and will continue over the coming year.  If you would like to learn more about this initiative, or if you would like to stay informed about design improvements to the algorithm, please check out our Disclosure Avoidance and the 2020 Census page at the link here.

And, if you’d like to get under the hood of the algorithm, so to speak, you can find a link to our system’s code on that page too.  We’d love to hear from you if you have any suggestions for improvements!

And with that, we have some time left for questions, so I’ll turn things back over to Joshua to get the Q&A started.

mailto:michael.b.hawes@census.gov
https://www.census.gov/about/policies/privacy/statistical_safeguards/disclosure-avoidance-2020-census.html
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